76 Richard & Roussev

Chapter |V

Digital ForensicsTools:
TheNext Generation

Golden G. Richard Ill, University of New Orleans, USA

Vassil Roussev, University of New Orleans, USA

Abstract

Digital forensicsinvestigators have accessto a wide variety of tools, both commercial
and open source, which assist in the preservation and analysis of digital evidence.
Unfortunately, most current digital forensicstoolsfall shortinseveral ways. First, they
are unableto copewith the ever-increasing storage capacity of target devices. Asthese
storage capacities creep into hundreds of gigabytes or terabytes, the traditional
approach of utilizing a single workstation to perform a digital forensics investigation
against asingleevidencesource(e.g., aharddrive) will become completelyintractable.
Further, huge targets will require more sophisticated analysis techniques, such as
automated categorization of images. We believe that the next generation of digital
forensicstoolswill employ high-performance computing, more sophisticated evidence
discovery and analysis techniques, and better collaborative functions to allow digital
forensics investigators to perform investigations much more efficiently than they do
today. This chapter examines the next generation of digital forensics tools.

| ntroduction

A widevariety of digital forensicstools, both commercial and open source, arecurrently
available to digital forensics investigators. These tools, to varying degrees, provide
levels of abstraction that allow investigators to safely make copies of digital evidence
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and performroutineinvestigations, without becoming overwhelmed by low level details,
such asphysical disk organization or the specific structure of complicatedfiletypes, like
the Windowsregistry. Many existing tools provide anintuitive user interface that turns
an investigation into something resembling a structured process, rather than an arcane
craft.

Unfortunately, the current generation of digital forensics tools falls short in several
ways. First, massiveincreasesin storage capacity for target devicesare on the horizon.
Thetraditional approach of utilizing asingle workstation to perform adigital forensics
investigation against asingleevidencesource(e.g., ahard drive) will becomecompletely
intractable as storage capacities of hundreds of gigabytes or terabytes are seen more
often in the lab. Furthermore, even if traditional investigative steps such as keyword
searches or image thumbnail generation can be sped up to meet the challenge of huge
data sets, much more sophisticated investigative techniques will still be needed. For
example, while manually poring over a set of thousands (or even tens of thousands) of
thumbnailsto discover target imagesmay be possible, what will aninvestigator dowhen
faced with hundreds of thousands of images? Or millions?

Thenext generation of digital forensicstoolswill employ high performance computing,
more sophisticated dataanalysistechniques, and better collaborative functionsto allow
digital forensics investigators to perform investigations much more efficiently and to
meet the challenges of massivedatasets. I nthischapter, we examine some of thetechnical
issuesin next generation tool s and discuss ongoing research that seeksto address them.

Challenges

To seethechallengesfaced by the next generation of digital forensicstools, weexamine
the looming problems of scale that will soon overwhelm current generation tools. The
primary challenges are fueled by fundamental trendsin computing and communication
technologiesthat will persist for theforeseeabl e future. Storage capacity and bandwidth
available to consumers are growing extremely rapidly, while unit prices are dropping
dramatically. Coupled withthe consumer’ surgeto have everything online, wheremusic
collections, movies, and photographswill increasingly be stored solely in digital form,
these trends will result in even consumer-grade computers having huge amounts of
storage. From aforensics perspective, thistranslatesinto rapid growth of thenumber and
size of potential investigativetargets. To be ready, forensic professionals need to scale
up both their machine and human resources accordingly.

Currently, most digital forensic applicationsaredevel oped for ahigh-end, singleor dual -
CPU workstation that performs queries against a set of target media. In our experience,
this approach is already very time-consuming, even for targets of modest size. More
importantly, fundamental trends in hardware dictate that this single workstation ap-
proach will hit an insurmountable performance wall very soon. Patterson (2004) per-
formed a quantitative survey of long-term trendsin hardware with respect to capacity,
bandwidth, and latency. From aforensics perspective, the most consequential result is
the observed divergence between capacity growth and improvementsin latency. Spe-
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cifically, over thelast 10 years, for representative“ high performance” hard disk drives,
the capacity hasgrown 17 times (from 4.3t0 73.4 GB), whileaveragelatency (disk seek
time) hasimprovedonly 2.2times(from 12.7t05.7 ms). Similarly, the gap between capacity
andtransfer ratehasal so grown astransfer rate (throughput) hasimproved only 9.6 times
(from 9 to 86 MB/s). In practical terms, the gap is even bigger among high-capacity
(250GB+) drivestargeted at themassretail market. Thesearetypically EIDE/ATA drives
that are optimized for capacity and cost, with throughput and latency being somewhat
less important.

Since most current digital forensics operations, such as computing cryptographic
hashes, thumbnail generation, file carving, and string searches, are I/0O-bound, the
performance of existinginvestigativetoolswill become completely unacceptableasthe
size of the problem (determined by capacity) grows significantly faster than the ability
to processit (determined by drive latency and transfer rate limitations). We refer to the
ability to scale up machine resources to match the growth of the forensic targets as
machine scalability.

A generally overlooked side of the scalability problem, which we refer to as human
scalability, isthe ability to make efficient use of human resourcesin adigital forensics
investigation. This includes the presence of more advanced processing capabilities to
relieve experts from routine work (e.g., searching for contraband images) as well as
collaborative support. Collaborative support allowsmultipleexpertsto efficiently work
together on a case.

Analternativeview of scalability isto consider turnaround timeof time-sensitivedigital
forensicinvestigations. For example, consider asituation wherelaw enforcement officers
have seized acomputer bel onging to akidnapping suspect. Inthissituation, itiscritical
that investigatorsbeableto concentrateall available machine/human resources (perhaps
in an ad-hoc manner) and thoroughly examine the available information for clues as
rapidly aspossible. Turnaround of minutesor hoursisneeded, rather than daysor weeks.

For all practical purposes, current tools do not deal with scalability issues of the kind
described above. Therefore, inthefollowing sections, wediscussin moredetail both the
machine and human aspects of the scal ability problem and present some approachesto
address them.

M achine Scalability

At ahighlevel, the technical aspects of the digital forensic process can be described as
follows: for each filein agiven file system, perform a number of type-specific opera-
tions—indexing, keyword searches, thumbnail generation, and others. Digital evidence
such as deleted files, file slack, directory structures, registries, and other operating
system structures can be represented as special file types, so the model appliesto these
types of evidence as well. To be credible, an investigator must usually thoroughly
examinethecontent of theentireforensictarget. Evenin caseswhereapartial examination
isacceptable, asubstantial amount of datamust be processed. Thus, theturnaround time
of aforensicinquiry isinherently limited by disk transfer rate and seek time.
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Current tools, such as the Forensics Toolkit (FTK) from AccessData Corp., attempt to
reduce the need to read an entire forensics image repeatedly (e.g., for each search
operation) by performing an initial preprocessing step that builds up some index
structuresto speed up keyword searches, disk carving, and to providefile categorization.
While this technique is effective in many scenarios, it islimited by the computational
resourcesavailableonasingleworkstation. First, it may take several daysjustto perform
the preprocessing step. Second, the system indexes only strings that it judges to be of
use in the investigation: for example, character sequences that appear to be similar to
English words and those that are useful for file carving. Regular expression searches,
aswell assimplesearchesfor character sequencesthat are not intheindex, such aswords
inforeignlanguageswith different encoding, still require an exhaustive examination of
the entire target image. On targets of hundreds of gigabytes or terabytes, investigators
may (necessarily) bedisinclinedto perform searchesthat may take daysof executiontime,
particularly as caseloads grow. Finally, the index structure of alarge target will also
becomelarge, whichwill prevent it from being kept in main memory.

Generally, there aretwo possibl e approachesto improve machine scal ability—improve
the efficiency of the algorithms and their implementationsto get more from the current
hardware platformsor enabl ethe use of more machineresourcesin adistributed fashion.
Thesetwo approachesareto agreat extent complimentary; however, theformerislikely
to yield only incremental improvements in performance, whereas the latter has the
potential to bridgethe hardware performance gapsdiscussed earlier. Thereason for this
is that most investigative techniques offered by the current generation of digital
forensics tools are I/0O-bound. More sophisticated investigative techniques, such as
image classification, suffer from both the 1/0 bottleneck (because images must be
completely retrieved to be classified) and require substantial CPU resources.

In summary, while any kind of digital forensics analysisisinherently 1/0O-constrained
because of the need to processvast amountsof data, it can al so become CPU-constrained
if more sophisticated analytical techniquesare used. A distributed solution can address
boththel/O and the CPU constraints. For example, a64-node Beowulf cluster with 2GB
of RAM per node can comfortably cacheover 100GB of datainmain memory. Using such
asystem, the cost of the I/O transfer of alarge forensic image can be paid once and any
subsequent |/O can be performed at afraction of the cost. Taking theideaastep further,
the data cached by each node can be made persistent so that if the system needs to
shutdown and restart, each node need only autonomously read initspart of the datafrom
alocal disk. At the same time, having multiple CPUs performing the CPU-intensive
operations obviously has the potential to dramatically improve execution time. There-
fore, in the following section, the focus of the discussion is on the application of
distributed computing techniques in a digital forensics environment.

Distributed Computing and Digital Forensics

Most digital forensics operations are naturally file-centric with very few (if any)
dependencies among the processing of different files. Thus, choosing anindividual file
asthe primary distribution unit minimizes synchronization and communication among
the nodes of the cluster. Consequently, the first essential step in employing distributed
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computing is to distribute the files comprising the digital evidence over a compute
cluster.

From a caching perspective, maximizing speedup is relatively straightforward—files
should be spread such that as many of them as possible are kept in RAM during
processing. Largefilesthat are much bigger than the avail able physical memory on any
given machine may have to be split into pieces and/or processed separately. It is
desirable, but not crucial, that there be enough physical memory to cacheall useful files
during processing. But RAM “overloading” will automatically be handled by the host
virtual memory system. Although no experimental results have been published, common
experience from general operating system usage suggests that, depending on access
patterns, overloading by as much as 50% can have only modest impact on performance,
and as much as 100% may be tolerable.

Maximizing CPU utilizationisabit morecomplicated. Oneapproachisto scatter thefiles
of aparticular type evenly across the processing nodes. The rationale is that whenever
an operation isissued, for example, aregular expression search, all nodes will have a
similar amount of work to complete and, therefore, CPU utilization will be maximized.
However, more sophisticated processing that attempts to correlate different objects
(suchastheimageclassification techniquediscussed | ater) may be hampered by thisfile
distribution pattern, increasing the need for network communication. In this case,
concentrating thefilesinfewer nodesand crafting asuitable communication pattern may
yield better results.

Another twististherecent trend toward routine use of symmetric multi-processor (SMP)
systems, especially in high performance compute clusters. In an SMP, all CPUs have
uniform access to a shared memory pool and often have dedicated high-speed commu-
nication among the processors. Clearly, to optimize performance, such architectural
featuresmust betaken into consideration during the distribution and processing phases.

Distributed digital forensicstoolsare still in their infancy but even preliminary results
from research prototypes clearly demonstrate the benefits of the approach. DELV
(Distributed Environment for L arge-scal einvestigations) providesalook at how distrib-
uted systems can be applied to digital forensics (Roussev & Richard, 2004). An
investigator controlsthe investigation on asingle workstation through aGUI similar to
those provided by other forensic tools in common use. Behind the scenes, however,
digital forensicsoperationsarefarmed out to nodesin acommaodity Beowulf cluster and
thereturned resultsare aggregated and dynamically presented to the user assoon asthey
become available. Thus, to perform a complicated regular expression search against a
large target, for example, the investigator enters a single expression and the search is
performed in parallel across all (or some subset of) the cached evidence. As hits
accumulate, they are displayed for the user.

There are three notable differences in the user experience between DELV and most
traditional, single-machinedigital forensicstools. First, the system does not perform any
preprocessing—it simply loadstheforensicimage and isready to perform queries. The
system supports two different modes to |oad target images. Thefirst is“cache” mode,
inwhich acentral coordinator node reads the entire image and distributes dataover the
network to computeslaves. Intheother “load” mode, the coordinator instructstheslaves
toindividually load certain data from the target image, which is on ashared fileserver.
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Preliminary experiments have shown that the concurrent loading provided by “load”
mode was much better able to utilize the read throughput of a high performance RAID
storage, by more than 30% in some cases. Nodes can use their local disk to cachetheir
part of the evidence so subsequent |oads of theimagetake only afraction of the original
time.

Another difference is that since all work is performed remotely, the investigator’s
machine remains responsive and available to do follow-up work on the partial results
(e.g., open amatching file) as soon asthey become available. Itisalso possibleto start
new queries, for example, text searches, while previousonesarestill running, withlittle
noticeablechangeintheoverall performance. Thisisduetothefact that many operations,
such as text searches, are I/0-bound. Once the I/O bottleneck is overcome through
caching, the CPUs can easily handle simultaneous queries. Moregenerally, itisreason-
able to expect the execution time of overlapping 1/0-bound operationsto be very close
to that of a single query.

The final difference is that investigative operations execute in a fraction of the time
required on a single workstation. Specifically, the 8-node experimentsin (Roussev &
Richard, 2004) point to asuper-linear speedup for 1/0-bound forensics operations. The
speedup inthiscaseislikely to beaconstant factor that isnot related to the concurrency
factor (number of nodes) but reflects the time savings from not accessing the disk.
Nonetheless, the gap between cluster and single workstation performance grows as a
function of the target size. This occurs because as the resource mismatch between a
single workstation and the target processing requirements grows, other adverse side
effects such as virtual memory system thrashing and competition for RAM resources
betweenindex structuresand evidence seriously degrades performance. For CPU-bound
operations, such as detection of steganography, the observed DELV speedup is
approximately equal to the concurrency factor.

Although these results are still early work, they provide some food for thought in
improving the processing model of digital forensics tools. One important issue is to
improve investigation turnaround time. For example, if the completetarget can be kept
cached in RAM, costly preprocessing (such as string indexing), designed to speedup I/
O-bound operations such as string searches, can be completely eliminated infavor of an
on-demand distributed execution of the operation. Another attractive possibility isto
perform the preprocessing step in parallel onthecluster and then usetheresultsonlocal
workstations. Thismay not bepossibleif the specific processing neededisonly available
fromaproprietary software package, such asFTK. However, it might still be possibleto
pool the RAM resources of the cluster and create a distributed RAM drive. Assuming
afast enough network (e.g., gigabit or better), such anetwork “drive” should outperform
alocal hard disk when asignificant fraction of the disk operations are non-sequential.

Looking forward, distributed computing also allows the sophistication of investigative
operations to beimproved substantially. For example, automated reassembly of image
fragments (Shanmugasundaram, 2003) and analysisof digital imagesto determineif they
have been tampered with or were computer-generated (Farid & Lyu, 2003), watermark
detection (Chandramouli & Memon, 2003), automatic detection of steganography
(Chadramouli, Kharrazzi, & Memon, 2004), and correlation and attribution (de Vel,
Anderson, Corney, & Mohay, 2001; Novak, Raghavan, & Tomkins, 2004) of documents
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all have significant computational requirements and will be made practical by the
application of high-performance computing.

Some digital forensics operations straddle the machine vs. human scalability line.
Sophisticated image analysisis one example, where deeper analysis of images can save
asignificant amount of human effort, but the analysis may only befeasibleif sufficient
computational resources can be applied. Content-based image analysis, which fitsinto
this category, will be discussed in a subsequent section.

On-the-Spot and “Live” Digital Forensics

Another approach toimproving machine scal ability isto do abetter job with preliminary
identification of evidence. Currently, thebest practical solutioninlarge-scaleinvestiga-
tionsisto either seizeall sourcesof evidence or use aportabl e high performance storage
system to obtain a copy of any potential evidence. There are several reasons that this
approach is problematic. The first has already been discussed—as forensics targets
grow in size, which they are doing already at an overwhelming pace—insurmountable
logistical problems will arise in the collection, preservation, and analysis steps of an
investigation. Insome cases, aforensic target may beacurrently unidentified machine
(or machines) inalargenetwork, for example,inacomputer lab at alibrary. In other cases,
theforensictarget might beahugefileserver, whoseoperationiscritical for thewell-being
of acompany. Performing an imaging operation on every machinein alarge laboratory
setting will be avery daunting task, aswill imaging a multi-terabytefileserver. Evenif
logistical problemswiththeimaging processare overcome, ahugeinterruption of service
isnecessary during atraditional imaging operation, during which normal operation of the
computer systems is impossible. Finally, analyzing the drives of a large group of
machines (or of aterabyte fileserver) will consume considerable resources.

A more efficient solution is to perform a safe screening of the target systems and take
only the relevant data and systems to the lab. Furthermore, such screening can be
performed using thelocal computational and communication resources of thetargets. A
straightforward solution which overcomes some (but not all) of thelogistical problems
described above is creation of better imaging tools, where filesthat are not interesting
(e.g., operating systemsfilesor filetypesirrelevant to aninvestigation) are not included
inthecapturedimage. In many cases, however, thenumber of filesthat might beexcluded
may berather small, in comparisontothesizeof theentiretarget. Thus, other approaches
should be explored, in addition to creating better drive imaging tools.

The Bluepipe architecture (Gao, Richard, & Roussev, 2004) permits an on-the-spot
investigator to perform simple queries and to capture and preserve digital evidence,
using only asmall amount of hardware (e.g., a PDA or laptop). Bluepipe uses a client/
server architecture, withaserver running onthetarget machineand one or more Bluepipe
clientscontrolling theinvestigation. The communication between client and serverisvia
a SOAP-based protocol. Bluepipe clients may also serve as proxies, to allow aremote
investigator to participate in a collaborative fashion.

To begin an inquiry, an investigator performs several steps: she plugsin USB dongles
to enablewirel esscommunication with thetarget computers, bootsthetarget computers
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using Bluepipe boot CDs, and launches the Bluepipe client application on her PDA or
laptop. The Bluepipe boot CD invokes the server-side Bluepipe application, initializes
the connection between client and server, and exposes the secondary storage devices
of thetarget to the Bluepipe server application. Theinvestigator then usestheclient GUI
onthe PDA (or laptop) to issue queries and receiveresults. All processing on the target
side consistsof collectionsof read-only operations—called Bluepipe patterns—agai nst
the secondary storage on the target machine. An audit log tracks all operations
performed on the target; this log is transmitted to the client at the end of the inquiry.
Because some investigatory operations are expected to complete quickly and some
require substantial processing time, Bluepipe supports both synchronous and asyn-
chronous communication.

A Bluepipe investigation consists of execution of a number of Bluepipe patterns. A
Bluepipe pattern is an XML document describing a set of related operations to be
executed on the target machine, combined with some additional parametersthat govern
priority and frequency of progress updates. The goal of apattern might be to determine
if aparticular application is installed on the target, to extract a system timeline, or to
performkeyword searchesfor certain credit card numbers. All Bluepipepatternspreserve
the state of secondary storage on the target machine. Supported pattern operations
include checking for existenceof fileswith specific namesor hash values, searching files
for keywords, retrieving files, and generating directory and partition table listings.
Bluepipe patterns are stored on the client and transmitted to the Bluepipe server for
execution as they are selected by the investigator. Results of the pattern execution are
then transmitted back to the client.

A few simple examples illustrate the use of Bluepipe patterns to perform preliminary
analysis of atarget machine. The following pattern was used to obtain a partition table
listing of atarget with asingle IDE hard drive:

<BLUEPIPENAME="partitions’>

<!— get alot of drive/partition info—>
<LISTPARTITIONSLOCAL="drives.txt"
GENHASHES=TRUE/>

</BLUEPIPE>

The result of executing this pattern, a text file named “drives.txt”, illustrates that the
target machine’s single hard drive contains five partitions with at least two operating
systems installed:

hda

Model Number: 1C25T060ATCS05-0.

Serial Number: CSL800D8G3GNSA
devicesizewithM =1024* 1024: 57231 Mbytes
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Partitiontable:

Disk /dev/hda: 240 heads, 63 sectors, 7752 cylinders
Units = cylinders of 15120 * 512 bytes

DeviceBoot Start End Blocks Id System

/dev/hdal 1 6173 46667848+ 7 HPFS/INTFS

/dev/hda2 7573 7752 1360800 1c Hidden Win95FAT32 (LBA)
/dev/hda3 * 6174 7364 9003960 83 Linux

/dev/ihdad 7365 7572 1572480 f Win95Ext'd(LBA)
/dev/ihdab 7365 7572 1572448+ 82 Linux swap

MD5 hashfor drive: 463e65ec8d9f51bdd17c0347243f467b

The next pattern, named “findcacti”, searches for pictures of cacti using a hash
dictionary. A singletargetdirectoryisspecified,“/pics’, whichissearchedrecursively.
Filesthat match areretrieved and stored on theclient in adirectory named “ cactus”. No
file size restrictions are imposed. The %s and %h placeholders in the message will be
replaced by the filename and hash value of each matching file.

<BLUEPIPENAME="findcacti" >
<!—findillegal cacti picsusing MD5 hash dictionary —>
<DIRTARGET="/pics/”" />
<FINDFILE

USEHASHES=TRUE

LOCALDIR="cactus”

RECURSIVE=TRUE

RETRIEVE=TRUE

M SG="Found cactus %s with hash %h “>

<FILEID=3d1e79d11443498df 78a1981652be454/>
<FILEID=6f5cd6182125fc4b9445aa018f412128/>
<FILEID=7de79aled753ac2980ee2f8e7af a5005/>
<FILE|D=ah348734f 7347a8a054aa2c774f 7Taaeb/>
<FILEID=b57af575deef 030baa709f5bf32acled/>
<FILEID=7074c76fada0b4bh419287ee28d705787/>
<FILEID=9de757840cc33d807307€1278f901d3a/>
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<FILE|D=b12fcf4144dc88cdn2927e91617842b0/>
<FILE|D=e7183e5eec7d186f 7b5d0ce38e7eaaad/>
<FILE|D=808bac4a404911bf2facaa911651e051/>
<FILE|D=fffbf594bbae2b3dd6af 84elaf 4be79c/>
<FILE|D=b9776d04e384al0aef6d1c8258fdf 054/>
</FINDFILE>

</BLUEPIPE>

Theresult of executing thispattern on atarget appearsbel ow. Noticethat the DSC00051
and bcactusb image files have identical content:

Beginning execution for pattern “findcacti”.

DIR cmd, added “/pics”.

FINDFILEcmd.

Found cactus/pics/BBQ-5-27-2001/DSC00008A .JPG with hash

6f5cd6182125fc4b9445aad18f412128

Found cactus/pics/BBQ-5-27-2001/DSC00009A .JPG with hash
7de79aled753ac2980ee2f 8e7af a5005.

Found cactus/picssf CACTUS_ANNA/DSC00051.JPG withhash

3d1€79d11443498df 78a1981652be454.

Found cactus/pics/f GARDEN2002/bcactus5.JPG with hash

3d1€79d11443498df 78a1981652be454.

Pattern processing completed.

Sending patternlog. Remotefilenameis*“findcacti.LOG”.

Ultimately, tools like Bluepipe don’t attempt to replace traditional methods in digital
forensics—instead, they improvethetriage process and al soimprovetheavailability of
digital forensics investigators. Another type of tool, which also improves triage but
operates on live machines, is described below.

An interesting trend in next-generation digital forensicsis“live” forensics investiga-
tion—analysisof machinesthat areallowed toremainin operation asthey are examined.
Theideaisappealing, particularly for investigation of mission-critical machines, which
would suffer a substantial downtime during a typical “dead” analysis. The mobile
forensic platform (Adelstein, 2003), now called the OnLineDigital Forensic Suiteinits
commercial incarnation, allows live investigation of computer systems, permitting
investigators to obtain evidence and perform a thorough investigation remotely. The
researchers observe, quite correctly, that in large computer networks, unauthorized
activity can have devastating consequences and must be dealt with very quickly.
Unfortunately, most organizations simply do not have the staff to examine each local
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network potentially involved in an attack. In addition, in any geographically dispersed
organization, thelesstimetheinvestigators spend traveling, the moretimethey haveto
investigate theincident. This appliesto networks that span afew buildings, let alone a
city or acountry. The MFPisanetwork appliance, deployed on an organization’slocal
network, which exposesasecure, Web-based investigativeinterfaceto an organization’s
computers. The machinesmay beinvestigated whilethey performtheir usual functions,
without raising the suspicion that they are under investigation.

A liveinvestigation using the MFP will involve collecting evidence from one or more
targets. The MFP organizes an investigative effort into inquiries, each of which repre-
sentsaninvestigator’ seffort to collect datafrom atarget. During aparticular inquiry an
investigator may collect amachine’ s state, including running processes, alist of whois
currently loggedin, and networking information such ascurrently executing serversand
which portsthey arelistening on. During theinquiry, the investigator may also capture
memory dumps of physical memory and running processes, examine the registry (for
Windows) and copy files from the target to the MFP network appliance. Any analysis
isthen performed on dataacquired during aparticular inquiry—should theinvestigator
wish to snapshot the machine’s state again, an additional inquiry is created. Time-
consuming operations, such as capturing the physical memory of the target or imaging
theentiredisk, runasbackground threadsinthe M FPand do not tieup the user interface.
This design choice should be madein all future digital forensicstools, as we point out
in afollowing section.

Oneimportant difference between atraditional “ dead” digital forensicsinvestigation—
where amachineisseized, itsdrivesimaged, and analysis performed on these copies—
and a “live” investigation, using the MFP, is that the investigator is not playing an
adversarial role. The MFP requires administrative privileges on the machine under
investigation and uses the operating system and hardware resources of the target. As
such, it may not be possibleto investigate machineswhose operating systemshave been
completely compromised, through theinstallation of kernel-level rootkits, or machines
whose administrator account passwords have been (maliciously) changed. For these
kindsof situations, atraditional “dead” analysisislikely required, thoughall contextual
evidence, such aswhat processeswere running, who was connected to the machine, and
what informationisresident only inmemory, will belost whenthemachineistaken down.

Human Scalability

Improving human scal ability means making better use of aninvestigator’ stime, automat-
ing tasksthat areroutine or tedious, and saving brainpower for tasksthat require human
intelligence. One benefit of applying high-performance computing to digital forensics
investigations is that the abundance of computational resources allows the creation of
tools that are much more responsive to an investigator. That is, investigators might
continue to work on other aspects of a case while searches and other processing occurs
in the background. Highly responsive, multithreaded GUls are arequirement for next-
generation digital forensics tools.
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Another benefit isthat high-performance computing allows substantially more sophis-
ticated investigativetechniquesto be supported. For exampl e, the average computer user
will likely haveasubstantial collection of the multimediaobjects, such asimages, audio,
and video files. EXxisting tools provide almost no automation for investigation of
multimedia—essentially, an investigator must examine each file in turn. There are a
number of digital signal processing techniques that can be employed to speed up the
analysisof multimedia. However, such approachesrequire substantially more computa-
tional resources than a single- or dual-CPU system can offer, so high performance
computing is a de facto prerequisite for the practical use of such techniques. The next
section discusses early research efforts aimed at automating the processing of multime-
dia evidence as well as some ideas on the kind of support that can be expected in the
coming years.

Automated Image Analysis

Digital forensicinvestigatorsare often faced with thetask of manually examiningalarge
number of digital pictures in order to identify potential evidence. The task can be
especially daunting and time-consuming if the target of theinvestigationisvery broad,
such as a Web hosting service. Current forensic tools are woefully inadequate in
facilitating this process and their support is largely confined to generating pages of
thumbnail images and identifying known files through cryptographic hashes. Several
more sophisticated techniques for processing images are discussed below.

Content-basedimageretrieval (CBIR) techniques(Chen, Roussev, Richard, & Gao, 2005)
havethe potential to dramatically improve the performance of image-based searchesin
at least two common scenarios—queries for contraband images and queriesfor images
related to someknownimages(e.g., apictureof aparticular person). A CBIR systemworks
by extracting and storing a set of image features—essentially, mathematical properties
of animage—for eachtarget image. Onemathematical approachto extract thesefeatures
isdescribed in Chen et al. (2005); the interested reader isreferred there for the details.
Intuitively, the feature set can be thought of asaform of “fingerprint” of theimage and
can be used later to automatically identify the original image and some versions of it.
Based on the feature information of atarget set of images, the system builds a database
that can later be queried by submitting images or feature sets. The result of aquery is
aranking of theimagesin the database with the one most similar to the query at thetop.

To use CBIR for contraband discovery, the feature set database is updated by various
law enforcement agencieswith the feature sets of discovered contraband images. Thus,
all images on an investigative target can be automatically compared to the onesin the
featuresdatabase. Touse CBIR for image queries, thesystemfirst buildsadatabasefrom
all theimages on thetarget and then allowstheinvestigator to submit image queriesthat
rank target imagesby similarity.

The CBIR approach has several propertiesthat makeit particularly suitable for digital
forensics purposes:
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i Sour ceindependence: Theoriginal imagesare not stored and it isnot possibleto
recover theminany formfromthestored featuredata. Thisisparticularly important
in storing information about contraband images, sincedirect storage of theimages
themselvesisoftenillegal. Evenif legality isnot anissue, theuse of featuresinstead
of originalsessentially eliminatesthe security and publicrelationsrisksassociated
with maintaining the database.

i Scalability: The storage requirements for the extracted information are a small
fraction of those of the original image. For high resolution images, less than one
percent istypical. Thisallowsthe resulting system to scale much better than one
based on direct image-to-image comparison and will certainly offer better response
time for database queries.

i Stability: Inaddition to discovering exact copiesof query images, aCBIR reposi-
tory system has the added advantage that it can readily identify common image
variations. InChenetal. (2005), theability of aCBIR systemto match atransformed
image to its original was evaluated. The system was over 99 percent accurate in
identifying atarget image, even after substantial reductionsin size or quality. 90-
degreerotationsand mirroring transformationshad asimilar effect onthesystem’s
effectiveness. In contrast, most existing image query techniques are based solely
on cryptographic hashes. This type of matching is very fragile, because only
identical files can be discovered. Finally, the stability of CBIR methods further
improvesthe scal ability of thesystemasonly asinglefeature set needsto bestored
for agroup of derived images.

Image clustering can be built on top of the CBIR approach and seeks to help an
investigator by automatically separating target images into clusters of similar images.
Theideaistoenabletheinvestigator to quickly get anideaof theimagecontent of alarge
target by looking at afew representative images from each cluster. Theflip side of this
kind of analysisistofind “anomalies” in theimage distribution. For example, it may of
interest toflagimagesthat are stored inthe samedirectory, but which havevery different
content. Obviously, image clustering will not replace human judgment in the forensic
process, but hasthe potential to drastically reduce thetimerequired to find evidence of
interest.

Streaming Media Analysis

Looking forward, ordinary users will increasingly have large libraries of streaming
multimediacontent. Today, thereare practically notoolsfor automating the examination
of such evidence, beyond extraction and searching of any embedded textual information.
Part of the problem is that the single-CPU machine is already pushed to the limit and
automated (CPU-hungry) analysisis simply not practical. However, adistributed plat-
form offers enough power to tackle the problem. Some ideas for research in this area
include:
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i Automated video summarization: Theforensic system can betaskedto extract a
seriesof “important” imagesthat characterize the video stream to be shown to the
investigator. Image processing techniques, such as image clustering or feature
identification, can be then applied to the individual images.

i Voiceidentification/characterization: Voiceanalysistoolshave been usedfor a
while but are generally not available for routine inquiries. Potential applications
include finding occurrences of a specific person’s voice in an audio file or
identification of the voices of children. Theideais automate these processes and
enable their use on large-scale targets.

° Sear chablemultimedia: Thebasicideaisto combineautomated video summari-
zationwith speech-to-text conversionto producean HTML -like summary that can
be browsed and searched with conventional tools.

Multi-User Tools

Another side of human scalability isefficiently pooling the knowledge and expertise of
ateam of investigators. There are at |east two kinds of support that teams need—real -
timeand long-term. Real -time support isneeded to allow teamwork on the same case, so
that investigators can see each other’s actions and results and coordinate on different
aspects of acase. The sametechnology can also be used for training purposes, allowing
an inexperienced investigator to observe the approaches taken by more experienced
investigators.

Real -time collaboration support becomes particularly relevant if the team has accessto
a high performance compute cluster. On the one hand, the distribution of data and
computation enablesthe parall el execution of multiple operations (perhapssubmitted by
different team members). At the sametime, the cluster becomesaval uableresourcethat
virtually requires the ability to dynamically share it across teams/cases for proper
utilization. Providing real-timecoll aboration support will require more sophi sticated user
interfaces, to control the collaboration, additional security mechanisms beyond those
provided in typical single-user tools, and more sophisticated concurrency control, to
protect theintegrity of adigital forensicsinvestigation. Real-time collaboration support
is currently being implemented as part of the work described in Roussev and Richard
(2004) and Gaoet al. (2004).

Long-term collaboration support refersto the ability of the digital forensicsinfrastruc-
ture to efficiently store and present the technical knowledge accumulated through the
processing of different cases. Digital forensics knowledge bases are an obvious choice
for supporting the exchange of forensic expertise within the lab and across the digital
forensics community. Ingeneral, even though aknowledge base may present aunified
interface to access the “lessons learned”, care must be taken because internal and
external sources may havedifferent sharing restrictions, trustworthiness, and structure.
Internal sources are presumably based on existing cases and an appropriate level of
confidentiality must be maintained. Alternatively, lessons could be anonymized.
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Thework described in (Mandachela, 2005), called adigital forensicsrepository (DFR),
isan early attempt to addressthe needs of long-term collaboration through aspecialized
knowledgebase. Thecentral idea, borrowed from (Harrison, 2002), isto build arepository
of lessons. A lesson is any technical article that describes a procedure/method for
solving aparticular forensic problem, such asimaging aspecific typeof device. L essons
may becreated fromreportsgenerated by popul ar digital forensicssuites, imported from
the Web, or created manually. The system also supports RSS feeds to distribute new
lessons and features such as a “lesson of the day”.

Conclusion

Thetechnical challengesfacing next generation digital forensicstoolsare dominated by
issuesof scale. Current single-CPU systemsare quickly approaching apoint wheretheir
poor performancewill makethem unusabl e, dueto afundamental imbalance betweenthe
resources needed to process the target and the resources available on asingleforensics
workstation. The only way to address thisimbalance is to base the next generation of
digital forensicstool son ahigh performance computing platform, while simultaneously
trying toimprovethe user experience of investigators using thetoolsand improving the
evidenceacquisition process. While some problemswith current tools—such aslack of
multithreading, which often results in unresponsive user interfaces during intensive
tasks—are easily corrected with incremental improvements to the applications, new
approaches are required to deal with these issues of scale. In addition to sophisticated
evidence caching schemes and the use of more CPUSs, better collaborative capabilities
are also needed, to allow investigators to work together on difficult cases.

Early experimental resultsin distributed digital forensics confirm that thisapproach is
indeed apractical one, inmany casesyielding speedupsthat well exceed the concurrency
factor. A distributed computing approach also allows interactivity to be improved and
will enable deployment of sophisticated methods for multimedia processing into next
generation tools. For exampl e, next generation tool s should offer investigatorsfar more
powerful facilitiesfor imagesand video than simplethumbnailing, including automatic
categorization of images, image searcheswhich areimmuneto typical imagetransforma-
tions, and summari zation and searching for videofiles. Distributed computing will make
implementation of thesefacilitiespossible—aresource-starved, single CPU workstation
simply isn’t up to the task.

Some new tools are also becoming available to provide better evidence eval uation and
collection. These fall roughly into two categories—tools that may be used to evaluate
“dead” targets on the spot, even by relatively inexperienced investigators, and tools
whichpermit“live” investigation, whileamission-critical machine continuesto function.
Thereare some qualmsin thedigital forensics community about how liveforensicsfits
intothetraditional investigative model, where exact copiesof evidence (typically, hard
drives) are captured and then investigated. Live machinesare amoving target and there
is no single “image” that defines that state of the machine. This will require some
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adjustmentsto the investigative model, aswill many of the advances on the horizon for
digital forensics.
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